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absorption rate. When the electron mean-free path is
longer than the skin depth, theoretical studies14–16

suggest that collisionless absorption mechanisms such
as the sheath inverse bremsstrahlung14 and the
anomalous skin effect15–19 become important.

In this article, we modify the original sheath inverse
bremmstrahlung model14 by including the v × B
(velocity and magnetic field, respectively) term in the
Lorentz force equation, since the evanescent magnetic
field in an overdense plasma is greater than the corre-
sponding electric field. Our results are significantly
different from those derived without the v × B term,
except when the distribution function is isotropic 
[f0 (v) = f0 (|v|)]. For an isotropic distribution func-
tion, identical results will be obtained whether or not
the v × B term in the equation of motion is included in
the derivation. However, if the v × B term were
neglected, the absorption of the light would be incor-
rectly interpreted as an increase in the transverse electron
temperature, while the conservation of the transverse
components of the canonical momentum requires that,
after leaving the interaction region (|x|    δ), an elec-
tron should have the same transverse momentum as it
did before it entered the interaction region.

By deriving the absorption coefficients for both the
sheath inverse bremsstrahlung and the anomalous
skin effect from the same set of equations, we show
that both phenomena are limiting cases of the same
collisionless absorption mechanism. The sheath
inverse bremsstrahlung corresponds to the limit where
ω2c2 >>             , while the anomalous skin effect corre-
sponds to ω2c2 <<            .

We have carried out numerical simulations of the
light absorption in overdense plasmas using the parti-
cle-in-cell (PIC) plasma simulation code ZOHAR.20 The
absorption coefficients observed in the simulations are
in reasonable agreement with the values calculated
from the linear theory. We have investigated the effects
of finite density gradients with ZOHAR simulations.

Introduction
In recent years, there has been increasing interest in

the interaction of short laser pulses with overdense
plasmas.1–12 For sufficiently short laser pulses, the
hydrodynamic motion of the heated target does not
play a dominant role, and the production of high-density
plasmas with sharp density gradients becomes feasi-
ble. One topic of great interest is the dependence of the
light absorption on the laser intensity and plasma tem-
perature in such plasmas. 

In the Fast Ignitor concept13 of inertial confinement
fusion, the core is ignited with super-thermal electrons
generated by the high-intensity ignition laser. It is
expected that the absorption of the laser energy occurs
at a steep gradient produced by the hole-drilling laser.
Furthermore, the absorption is mainly due to collision-
less mechanisms such as the one discussed in this
article. Although the intensity of the ignition laser is
expected to be so high that the assumption of the pre-
sent linear analysis is no longer valid, certain aspects
of the present analysis still hold true. For example, the
transverse electron temperature is invariant for normal
incidence case, unless surface rippling happens. Also,
the comparison between the analytical and numerical
results provides some criteria in determining parame-
ters (e.g., grid size and time step) used in numerical
simulations, which will be heavily relied on in the
regime of the Fast Ignitor where analytical analysis
may not be tractable. 

It has been observed in laser absorption experi-
ments1–3 that, starting from a sufficiently low intensity,
the absorption rate of light in overdense plasmas
increases as a function of laser intensity until it reaches
the “resistivity saturation,”1 a condition in which the
electron mean-free path in the plasma reaches a mini-
mum value. Further increase of the laser intensity and
the plasma temperature will then cause an increase in
the electron mean-free path and a decrease in the
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For an isotropic distribution function [f0(v) = f0(|v|)],
Eq. (3) is equivalent to Eq. (2). For general distribution
functions, however, Eq. (3) gives an absorption rate
significantly different from Eq. (2).21 Moreover, if the 
v × B term had been neglected, the absorption of the
light would be incorrectly interpreted as an increase in
the transverse (y-direction) electron temperature, while
the conservation of the transverse components of the
canonical momentum requires that, after leaving the
interaction region (|x|    δ), an electron should have
the same y-momentum as it did before it entered the
interaction region.

To show the relation between the sheath inverse
bremsstrahlung and the anomalous skin effect, we follow
the usual treatment of the anomalous skin effect15–19

and extend the plasma and the electromagnetic fields
in the present model to the half space x < 0 with

(4)

The discontinuity in Bz requires a current sheet 
J = êyJ0δ(x) exp(–iωt), whose amplitude is determined by

(5)

Since an electron with x > 0 in the extended model will
have the same orbits as the corresponding electron in
the original model, the two models are equivalent as
far as the region x > 0 is concerned. In the extended
model, the electric field satisfies the equation

(6)

where jy(x) is the current density induced by the elec-
tromagnetic fields. Performing the Fourier transform
on Eq. (6), and making use of the well known relation22

between the induced current density jy and the electric
field Ey, it follows that

(7)

and

(8)

Here,            is the Fourier transform of Ey(x).
In the regime of the anomalous skin effect

(ω2c2 <<           and        >> ω2), and for an isotropic 
distribution function [f0 (v) = f0 (|v|)], making the

Theoretical Model for the Sheath
Inverse Bremsstrahlung Absorption
and the Anomalous Skin Effect

The model consists of an overdense plasma filling
the half-space x > 0, and electric and magnetic fields of
the following forms, respectively:

(1)

Here, x is the propagation direction, E0 and ω are real-
valued constants, and k is the wave vector. Immobile
ions, with zero density for x < 0 and a constant density
for x > 0, are assumed to form the neutralizing back-
ground. The plasma is assumed to be highly overdense
(      >> ω2) and the fiducial thermal velocity ve, which
characterizes the electron distribution, is sufficiently
small (ω2c2 >>            ). Except in the sheath regime
near x = 0, the electron density ne is equal to n0 for 
x > 0 and is zero for x < 0. When an electron hits the
sheath (x = 0) from the right ( x > 0), instantaneous
specular reflection is assumed, i.e., the y and z compo-
nents of the momentum remain unchanged while the 
x component reverses with the amplitude unchanged.
Since the typical time scale to reverse electron momen-
tum in the sheath region is 1/ωp, which is much
shorter than both the wave period (2π/ω) and the tran-
sit time in the skin depth (c/veωp) in an overdense
nonrelativistic plasma, instantaneous reflection is a
reasonable assumption. Here, ωp = (4πn0e2/me)1/2 is the
electron plasma frequency. The assumption of specular
reflection requires that the sheath be one-dimensional
(1-D), i.e., that the scale length of the transverse varia-
tion be much longer than the width of the sheath
(approximately equal to the Debye length). The present
analysis also assumes that the quiver velocity
vos = eE0/meω is much smaller than the fiducial thermal
velocity ve, so that the perturbation analysis is applicable.

In a recent paper,21 the power transferred from the
laser to the plasma per unit area of laser–plasma inter-
face was derived from the equation of motion, giving

(2)

where δ = i/k. A similar derivation without the v × B
term in the equation of motion will give

(3)
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FIGURE 1. The quantities ηabc/ve (Exact) calculated numerically
from Eq. (14), ηsibc/ve (SIB) calculated from Eq. (12), and
ηasc/ve (ASE) defined in Eq. (9). The curves are plotted versus ω2c2/             .
(08-00-0296-0388pb01)

appropriate approximation21 of the function D(ω,k)
gives the absorption coefficient

(9)

It was also shown in Ref. 21 that the appropriate
approximation of the function D(ω,k) in the ω2c2 >>
limit reproduces the power absorption of the sheath
inverse bremsstrahlung given in Eq. (2). The corre-
sponding absorption coefficient is

(10)

The sheath inverse bremsstrahlung and the anoma-
lous skin effect are two limiting cases of a more general
collisionless absorption mechanism described by 
Eqs. (7) and (8). The sheath inverse bremsstrahlung
corresponds to the limit where ω2c2 >>             , while the
anomalous skin effect corresponds to ω2c2 <<          . In
the intermediate regime (ω2c2 Å ), the absorp-
tion coefficient can be obtained by performing the
inverse Fourier transform of Eqs. (7) and (8).

For a plasma with Maxwellian distribution function

(11)

Eq. (10) reduces to a closed analytic form

(12)

where

and

(13)

As can be seen from Eq. (12), the quantity ηsibc/ve
depends on the system parameters only through the
dimensionless parameter ωδ/ve, which is approxi-
mately the ratio of the transit time in the collisionless
skin depth over the period of the incident light. This
result will be compared with the more accurate result
calculated from Eqs. (7) and (8), i.e.,

(14)

where b2 = ω2c2/2            and Z(x) is the plasma dispersion
function.23 Equation (14) was derived in Ref. 21.

Figure 1 plots the quantities ηabc/ve (Exact) calculated
numerically from Eq. (14), ηsibc/ve (SIB) calculated from
Eq. (12), and ηasc/ve (ASE) defined in Eq. (9). The curves
are plotted versus ω2c2/             in Fig. 1. It can be seen
that both ηsibc/ve and ηasc/ve are in good agreement with
ηabc/ve, in their respective regimes of validity. It is worth
reiterating that, for an isotropic distribution function 
[f0 (v) = f0 (|v|)], such as the one in Eq. (11), an identical
absorption coefficient would be obtained whether or not
the v × B term in the equation of motion was included in the
derivation. However, neglecting the v × B term will lead to
an incorrect interpretation of the absorption mechanism.
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Numerical Simulations of the Light
Absorption in Overdense Plasmas

To examine the validity of the absorption coefficient
derived in the previous section, we have carried out
several runs of numerical simulations using the PIC
plasma simulation code ZOHAR.20 In all the simula-
tions, the electric field of the incident light Ein satisfies    

<< πn0me     so that the quiver velocity of electrons
in the overdense plasma is smaller than the thermal
velocity, as was assumed in the analytical derivation of
the absorption coefficient. The 1-D simulations are set
up as follows: 

1. The electromagnetic fields can vary only in the 
x direction. The length of the simulation region 
is lx = 40c/ωp. 

2. The boundary conditions of the electromagnetic
fields at x = 0 correspond to a normally incident
circularly polarized plane wave. The amplitude
of the wave gradually increases from zero at the
beginning of the simulation (t = 0) to a value Ein
at the end of the fifth wave period. The amplitude
of the incident wave remains constant thereafter. 

3. The wave impedances of the boundaries are chosen
such that the outgoing waves will be completely
reflected at x = lx and completely transmitted at x = 0.

4. The initial electron density ne is zero for 0 < x < 3lx/4,
and is equal to a constant value n0 for 3lx/4 < x < lx.
Immobile neutralizing background charge den-
sity with the same profile as that of ne is imposed
to ensure charge neutrality at t = 0. 

5. At t = 0, simulation particles are loaded uniformly
in the region 3lx/4 < x < lx, with Maxwellian dis-
tribution in the velocity space. 

6. During the simulation, particles that hit the right
boundary at x = lx are re-emitted according to the
Maxwellian distribution, with the same thermal
velocity ve as the initial distribution function. 

7. For particles moving to the left, we have used two
types of reflection conditions, as will be described later.

Three sets of simulations have been carried out,
with the initial thermal velocity ve equal to 0.1c. Each set
consists of simulations with different values of ω/ωp.
The simulation parameters are (i) 800 equally spaced
grid points for the electromagnetic fields; (ii) 409,600
simulation particles; (iii) the time step ∆t = 0.04/ωp.
The total numbers of time steps Nt are Nt = 80,000/ωp
for the simulations with (ωc/ωpve)2 equal to 0.1 or
0.2, and Nt = 40,000/ωp for the rest. There are three dif-
ferences between the three sets of simulations: (1) For
the first set of simulations, the particles that reach the
laser–plasma interface at x = 3lx/4 are reflected specu-
larly, and the longitudinal electric field (Ex) is purposely
turned off to mimic the idealized model of the linear
theory. (2) For the second and the third sets of simulations,

the self-consistent longitudinal electric field (Ex) remains
on, and the particles that reach the left simulation
boundary at x = 0 are specularly reflected. However,
only a few particles ever reach the left boundary—
most of the particles are reflected by the sheath electric
field in the vicinity of x = 3lx/4. (3) The steady-state
value of laser intensity for the first and second sets is
(eEin/ωpmec)2 = ℘ in = 10–5, and that for the third set
is ℘ in = 2.5 × 10–4.

Figure 2 compares the absorption coefficients
observed in the simulations with those calculated
numerically from Eq. (14). The absorption coefficients

ve
2Ein

2

FIGURE 2. A comparison of the absorption coefficients times c/ve
observed in the PIC simulations with those from the linear theory.
(08-00-0296-0389pb01)
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from the first set of simulations (solid squares) agree
quite well with the linear theory, while those from the
second set (open circles) and the third set (solid circles)
are significantly greater than predicted by the linear
theory, except those with (ωc/ωpve)2 = 10. A plausible
explanation of the discrepancy is that the linear theory
assumes instant reflection in the sheath region, while
the finite reflection time may play an important role in
those simulations. This explanation is supported by
the agreement between the linear theory and results
from the first set of simulations, where instant specular
reflection condition is imposed at the laser–plasma
interface at x = 3lx/4. The comparison between the sec-
ond and third sets of simulations indicates that most of
the simulations are in the linear regime, since the
absorption coefficients are not very sensitive to the
intensity of the incident laser light. The exceptional
cases are those with (ωc/ωpve)2 = 0.1, for which the
nonlinear effects may have set in when ℘ in = 2.5 × 10–4.
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In the simulations, the flows of the electromagnetic
energy and the electron kinetic energy through the
boundaries at x = 0 and x = lx are taken into account,
therefore corresponding to the net transfer of the elec-
tromagnetic energy into the electron kinetic energy as
shown in Fig. 2. The total (electromagnetic plus
kinetic) energy is conserved very well in the simula-
tions, with the change in the total energy (∆Etotal) no
more than 1% of the net increase in the electron kinetic
energy (∆Ee).

As mentioned earlier, the transverse components of
the canonical momentum are the constants of the
motion in the present 1-D model. This is confirmed by
the distributions of the momentum observed in the
simulations, which show hardly any changes in the
distributions of py and pz. The absorption of the elec-
tromagnetic energy, therefore, must be accompanied
with the change in the distribution of the longitudinal
momentum px.

Figure 3 compares the distributions N(/mec) of the
normalized longitudinal momentum px/mec at the
ends of three PIC simulations (black line) with those at
the beginnings of the simulations (gray line). We obtain
the distributions by sorting the simulation particles into
bins of width ∆px/mec = 0.02. Only particles located in
the interval 7lx/8 ² x ² lx are counted, so that all the
particles counted are at least 5c/ωp away from the
laser–plasma interface. Figures 3(a) and 3(b) corre-
spond to the solid squares in Fig. 2, with (ωc/ωpve)2

equal to 0.1 and 1.0, respectively. Figure 3(c) is obtained
from a simulation similar to the one corresponding to
the solid square with (ωc/ωpve)2 equal to 10, except
that ℘ in = 10–3 so that the difference between the initial
and the final distributions can be seen easily. The
absorption coefficient observed in the simulation for
Fig. 3(c) is 0.0327, which is very close to the value 0.0324
for ℘ in = 2.5 × 10–4 shown in Fig. 2 (the solid square at
ω2c2/           = 10).

In Figs. 3(a) and 3(b), significant differences between
the initial and the final distributions can be seen clearly
for px > 0. Because the parameters ωp and ve are the

same for all three simulations, the comparison between
the three final distributions in Figs. 3(a) and 3(b) indi-
cates that as ω becomes smaller, the change in N(px/mec)
shifts to smaller px. A possible implication of this trend
is that the breakdown of the linear theory, which
assumes that the unperturbed velocity is greater than
the quiver velocity vos = eE0/meω, may set in at a
smaller E0 when ω decreases. For the case in Fig. 3(a),
sizable changes in N(px/mec) can be seen even for nega-
tive px. This can explain the considerable decrease in the
absorption coefficient, for the cases with (ωc/ωpve)2 = 0.1
in Fig. 2, as ℘ in increases from 10–5 (open circle) to 
2.5 × 10–4 (solid circle).

The results described so far are obtained from simu-
lations with the sharpest density gradient possible, 
i.e., the densities of the immobile ions increase from
zero to the maximum values within one grid separation,
∆x = 0.05c/ωp. To study the effects of finite density gra-
dients, we have also carried out three sets of simulations
consisting of runs all having a linear ramp in their ion
density profile. The width of the ramp L varies over a
wide range of values. The initial ne profile in each run
coincides with the ion density profile. The laser inten-
sity corresponds to (eEin/ωpmec)2 = ℘ in = 10–5, and the
thermal velocity is ve = 0.1c. The rest of the simulation
parameters are similar to those described earlier in 
this section.

In Tables 1(a)–(c), absorption coefficients η obtained
from these simulations are shown versus the widths L of
the density ramp. Each of the three panels corresponds to
a set of simulations with a fixed (ωp/ω)2 (100, 50, or 20).
For (ωp/ω)2 = 100, panel (a) clearly shows that η, as a
function of L, has a maximum value approximately equal
to 11.5% with Lωp/c between 2 and 3. Panel (b) shows a
similar dependence of η on L for (ωp/ω)2 = 50, with the
maximum η of 9.5% occurring around Lωp/c = 1.5. For
(ωp/ω)2 = 20, panel (c) shows no increase in η for small
Lωp/c. Although we might have caught the increasing
trend in η for (ωp/ω)2 = 20 had we run more simulations
with finer grid separations, we do not expect to see much
increase in η.

FIGURE 3. The initial (gray)
and the final (black) distributions
of the normalized longitudinal
momentum px/mec, observed in
three PIC simulations. The panels
(a), (b), and (c) correspond to
ω2c2/            = 0.1, 1.0, and 10.0,
respectively.
(08-00-0296-0390pb01)
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(a) Absorption coefficient η for (ωρ/ω)2 =  100

Lωp/c 0.05 0.5 1 2 3 4 5 10 15 20

η (%) 9 9.5 10.5 11.5 11.5 11 10.5 7.8 5.5 4.2

(b) Absorption coefficient η for (ωρ/ω)2 =  50

Lωp/c 0.05 0.5 1 1.5 2 2.5 3 3.5 5 7

η (%) 8 8.8 9.3 9.5 9.3 8.9 8.5 7.8 6 4.2

(c) Absorption coefficient η for (ωρ/ω)2 =  20

Lωp/c 0.05 0.5 1 1.5 1.8 2 3

η (%) 6 6 5.5 5 4.2 4 2

TABLE 1. Absorption coefficients
η obtained from simulations
with ve = 0.1 c and various den-
sity ramp widths L. The panels
(a), (b), and (c) correspond to
(ωρ/ω)2 = to 100, 50, and 20,
respectively.

For Lωp/c sufficiently greater than unity, we expect
that the absorption coefficient η will be a function of
c(ωp/ω)2/(ωL). The results in Table 1 reflect such a
dependence. For example, the runs of Lωp/c = 20 in
panel (a), Lωp/c = 7 in panel (b), and Lωp/c = 1.8 in
panel (c) all correspond to c(ωp/ω)2/(ωL) = 50, and
they all have η = 4.2%. The runs of Lωp/c = 10 in panel
(a) and Lωp/c = 3.5 in panel (b) also have the same η of
7.8% as they both correspond to c(ωp/ω)2/(ωL) ≈ 100.

Summary
We modified the original sheath inverse bremsstrahlung

model14 by including the v × B term (velocity × mag-
netic field) in the Lorentz force equation. We showed
that the present results are significantly different from
those derived without the v × B term. The v × B term is
also important in interpreting the absorption mecha-
nism: if the v × B term were neglected, the absorption
of the light would be incorrectly interpreted as an
increase in the transverse electron temperature, which
would violate the conservation of the transverse com-
ponents of the canonical momentum (in the case of a
normally incident laser light). We also showed that
both the sheath inverse bremsstrahlung and the
anomalous skin effect are limiting cases of the same
collisionless absorption mechanism. We compared
results from PIC plasma simulations with the absorp-
tion coefficient calculated from the linear theory and
investigated the effects of finite density gradients with
PIC simulations.
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